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ON ATTAINING J 

BY 

DANIEL J. R U D O L P H  AND G I D E O N  SCHWARZ 

ABSTRACT 

This paper examines the restrictions that may be put on joint distributions of 
two or more stationary stochastic processes, and still attain d, or approach it. 

1. Introduction 

When d was first defined by Ornstein [2], he showed that for two stochastic 

processes d is attained by a stationary joint distribution. Furthermore, this 

distribution can be chosen to be ergodic, if the given processes are ergodic. Here 

we study the possibility of extending this result in two different directions. One is 

the question of attaining d simultaneously for a collection of overlapping pairs of 

processes. The other direction is the question whether ergodicity can be replaced 

by a stronger degree of mixing. 

For the first question, the possibility of simultaneously attaining a between 

consecutive entries of a sequence of processes, recently proved by Shields and 

Thouvenot [4], is shown to be an easy consequence of a well-known existence 

theorem on Markov processes. Then a simple construction is used to show that 

simultaneous attainment is no longer generally possible, if the family of pairs for 

which d is to be attained contains a loop when it is regarded as a graph. 

For the second question, no stronger degree of mixing can be expected from a 

joint distribution without assuming the same of both given processes, since they 

are factors of the joint process, and factors inherit mixing properties. Here we 

show that even the slightest strengthening cannot hold in general: we construct a 

pair of Bernoulli processes for which d cannot be attained even by a totally 

ergodic joint distribution, and each of the two processes is nothing worse than a 

two-point extension of a two-shift that can be obtained from a four-state Markov 

chain by lumping together two of its states. 

On the other hand, some of the machinery of Ornstein's Isomorphism 

Theorem is used to show that for a pair of processes, one of which is Bernoulli 
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and the other one ergodic and of entropy at least as large, a is approached 

arbitrarily closely by joint processes that not only share the mixing properties of 

the second process, but are in fact isomorphic to it. 

2. Simultaneous attainment 

PROPOSITION 1. A sequence of stationary stochastic processes can be realized 
simultaneously on one space, so that d between consecutive members of the 
sequence is attained. 

PROOF. Let X(n, i) be the ith random variable of the nth process in the 

sequence. For each n, regard X(n , . )  as a (sequence-valued) random variable, 

disregarding temporarily its process-nature. Each such variable has a given 

distribution (on sequence space). Whenever we are also given a joint distribution 

of X(n, • ) and X(n  + 1,. ) for each n that is compatible with the distributions of 

the individual X(n, . ) ,  there exists a joint distribution of the entire sequence 

X(1, . ) ,  X ( 2 , . ) , . . .  that is compatible with the given joint distributions of 

consecutive X(n, .  ) : simply let the sequence be the (not necessarily stationary) 

Markov process whose transition probabilities are the conditional distributions 

of X(n  + 1,. ) given X(n, .  ) that are determined by their joint distribution. The 

existence of this Markov process is a classical theorem of Ionescu-Tulcea [1]. 

Now, recalling the fact that each X(n, .  ) is a stationary stochastic process, one 

easily sees that if all the given joint distributions are also stationary, that is, 

invariant under the shift of the index i, so will be the joint distribution of all the 

X(n, i) in the Markov process. Q.E.D. 

The proof that no similar result can hold for attaining d between neighbours 

in a closed loop of three or more processes is based on the following 

combinatorial considerations. For fixed n _-> 3, let Ak be, for k = 1, 2,. •., n, the 

set of numbers from 1 to n with the exception of k. Any two different Ak have 

exactly n - 2 elements in common. For k = 1, 2,. •., n - 1, the mapping fk of 

Ak÷l onto Ak that leaves their common elements fixed sends k to k + 1. The 

composition F = fl(f2( '"" [~-i('))""" ) then maps A,  onto A~ by sending each k 

to k + 1, and this mapping leaves no point fixed. 

Now let X(1) be any stationary stochastic process with states in A~ whose 

distribution is invariant under permutations of the states (for example, the 

Bernoulli shift based on the equidistribution on At). For k = 2 , . . . ,  n, let X(k )  
be a copy of this process, where the states were relabelled by the elements of Ak. 
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Any two different Xk have n - 2 states in common, so the distance between their 

zero-time partitions is 1/(n - 1), which for n at least 3 is less than 1. But this 

distance is clearly also the d-distance between the processes. The unique joint 

distribution of X(k)  and X(k + 1) that attains d is given by putting X(k)= 
fk(X(k +1)), but this implies X(1)=  F(X(n)), so that X(1) and X(n) are 

completely mismatched when all other pairs of neighbours in the loop X(1), 

X(2) , - . . ,  X ( n -  1), X(n), X(1) are matched to attain their d-distance. 

This counterexample can be joined to a slight generalization of the proposi- 

tion preceding it, to yield: For a graph G, the absence of closed loops is a 
necessary and sufficient condition [or the simultaneous attainability of d on all 
edges, [or any assignment o[ stationary stochastic processes to the nodes of the 
graph. 

3. Two Bernoulli processes with no totally ergodic d-joining 

First, let Y = (Y~) be a coin-tossing process, with its states labelled 1 and 2. A 

second coin tossing process X is defined by putting X= = 0 when Y,÷~ = Y., and 

X, = 1 otherwise. The process (X, Y) is a Markov chain with transition matrix 

01 

02 

11 

12 

01 02 11 12 

0 ½ 0 

! 0 ½ 0 2 

0 ½ 0 z 
1 ½ 0 ~ 0 

and stationary measure (~,¼,¼,~). Being trivially isomorphic to Y, the process 

(X, Y) is isomorphic to the two-shift (on the other hand, when viewed from X, it 
is a two-point extension of a two-shift). 

Next, define a process (X, Z)  by letting Z be a third coin tossing process, 

whose joint distribution with X is the same as that of Y with (1 - X,). In other 

words, Z,+I = Zn whenever X. = 1. Although only the joint distributions of X 

with Y, and of X with Z have thus been defined, it can be shown that there is a 

unique stationary process (X, Y, Z)  compatible with the joint distributions that 

were defined. In fact, it is an (eight-state) Markov chain. We shall, however, not 

use this uniqueness, since what follows would hold for any distribution of the 

triple process that projects on (X, Y) and on (X, Z)  as defined above. In any 

case, (X, Y, Z)  is periodic, since exactly one of the equalities Y~÷~ = Yn and 

Z,+~ = Z. holds for each n, so that the parity of Y~ + Z, changes at each step. 
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Finally, put Rn = X,  Yn and S, = - X , Z , .  The processes R and S can be 

thought of as resulting from (X, Y) and (X, Z), respectively, by erasing Y, and 

Z, whenever X, = 0 and then relabelling the states 1, and 2 of the second process 

with the corresponding negative numbers. Neither R nor S are Markov chains, 

but as factors of Bernoulli processes they are themselves Bernoulli. Since each of 

the erased Y. and Zn can be retrieved almost surely from R and S, respectively, 

by proceeding along the sequence till the nearest nonzero entry, R and S are 

improper factors, that is, they generate (X, Y) and (X, Z). 

Now R and S share no states but 0, and Rn = S, if and only if R~ = S~ = X~ = 

0, which happens with probability ½, so the joint distribution of R and S that was 

forced by the joint distribution of R and X, and of S and X, does attain d(R, S). 

Conversely, any stationary joint distribution of a copy of R and a copy of S that 

is to attain d must match all zeros perfectly. Defining X , - - 0  whenever 

R, = Sn = 0 and X~ = 1 otherwise, the triple process (X, R, S) will have the same 

distribution as before, and so will afortiori the pair (R, S). 

Thus there is a unique process (R, S) that attains d(R, S), and since it is an 

improper factor of (X, Y, Z), it also has a factor of period two, and is not totally 

ergodic. 

4. Bernoulli joint distributions will approach d 

Although a will not be attained by a Bernoulli joint distribution of the two 

processes in the preceding example, d will be approached arbitrarily closely. In 

fact, if X is a Bernoulli process, and Y an ergodic process of entropy at least that of 
X, and e > O, there is a joint distribution of X and Y that makes X a factor of Y, 
and approaches d(X, Y) within e (thus the joint distribution shares all mixing 

properties of Y). 
Since this is a modification of Sinai's Theorem, we proceed to formulate it in 

the language that will enable us to modify Ornstein's proof of Sinai's Theorem 

[2] to yield the result required here: 

PROPOSITION 2. Let ( T, P) be ergodic and ( T, P) finitely determined of smaller 
or equal entropy. For e > O, there is a Q~ that is (T, ~')-measurable, such that 

(T,Q.)  is a copy of (f' ,P), and the partition-distance 1_- < 

d((T, (T, P))+ 

The proposition is an easy consequence of two lemmas. The first is Ornstein's 

Fundamental Lemma, which can be found on p. 84 of P. Shields [3]. We adopt 
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his notation. The second is a modification of another lemma of Ornstein [2], and 

a sketch of a proof follows the statement. 

LEMMA. Let (T,/5) and (T', P) be ergodic, H(T,/5) >- H(T, P) > O. Given e, n 

and 8 there is a P ~ VT~T'(/5) so that: 

i) ]d(VgT'(P))-d(VgT'(/5))]<= 8, 

ii) ]H(T, P) - H(T, P)[ _-< ~5, and 

iii) I15, PI =< d((T,/5), (~, P)) + e. 

We can assume that both processes appear as factors of an ergodic joint 

process (U, /5 v 15) where I/5,/51 = d ( ( T , / 5 ) ,  (7, P)). 

Conditions i), ii) and iii) can all be achieved by a construction on a tall enough 

Rohlin tower. That is to say, we build a tower with levels that are (U,/5) 

measurable. In this tower we assign to each U,/5 column-name a U, P-name that 

is the U,/5-name of some point in that U,/5-column. If the tower is tall enough, 

on all but a set of/5 columns of measure less than 8/3 we can choose the/5-name 

we assign, to satisfy within 8/3 the ergodic theorem on sets in V-~,U'(/5). This 

will give us condition i) on P. 

Also, if the tower is tall enough, on all but a set of /5-columns of measure at 

most e/3 we can choose the point in the column whose/5-name is assigned to the 

column, so that its/5 v/5-name up the column satisfies, within e/3, the ergodic 

theorem on sets in/5 v/5. This will guarantee condition iii) as the set where/5 and 

P differ will have size at most d((T,/5), (T, e ) )  + e. 

We get condition ii) in the standard manner by using an auxiliary independent 

process (U, /~)  independent of (U,/5) with H(U, P v R)  slightly larger than 

H(U,/5). The Marriage Lemma is then used, so that assigned/5 v/~ columns are 

exactly the/5-columns. Continuity of entropy in the partition metric finishes the 

argument. 

This establishes Proposition 2. Since the example in the preceding section 

shows that generally e cannot be replaced by zero, the Q~ cannot be made to 

converge when e tends to zero. 

Donald Ornstein's suggestion, that some of the methods used in the second 

part of Section 2 may yield the result in Section 3, is one of several ideas he 

generously shared with us. 
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